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Abstract 

This paper provides a comprehensive empirical and theoretical review of the burgeoning 
applications of Artificial Intelligence (AI) and Machine Learning (ML) within the complex and 
often opaque domains of secondary markets, alternative investments—including private equity 
(PE), venture capital (VC), hedge funds (HF), real assets, and private credit—and derivatives. 
The increasing sophistication of AI, particularly deep learning (DL), natural language processing 
(NLP), and reinforcement learning (RL), alongside frontier techniques such as federated learning 
(FL), transfer learning (TL), quantum machine learning (QML), and explainable AI (XAI), is 
enabling novel approaches to valuation, risk management, strategy development, trading 
execution, and compliance in these specialized financial sectors. We synthesize the fragmented 
literature, critically evaluating the efficacy and limitations of various AI methodologies applied 
to tasks ranging from PE fund performance prediction and secondary market NAV estimation to 
dynamic options hedging and automated market surveillance. The analysis highlights AI's 
potential to enhance efficiency, uncover new alpha sources, and manage complex risks, while 
also scrutinizing significant challenges, including model risk (overfitting, data bias), the 'black 
box' problem and the need for interpretability, data governance and privacy constraints, potential 
systemic implications, and the evolving regulatory landscape (e.g., SEC, ESMA, MAS). By 
examining the interplay between technological advancements, market structure, and regulatory 
oversight, this review identifies key gaps in current knowledge and proposes high-priority 
directions for future research, aiming to foster a deeper understanding of AI's transformative 
potential and guide its responsible deployment in these critical areas of the financial ecosystem.1 

1. Introduction 

1.1. Setting the Stage: AI's Transformative Role in Complex Financial Markets 

The integration of Artificial Intelligence (AI) and Machine Learning (ML) is profoundly 
reshaping the financial services industry, extending its influence far beyond traditional 
applications in high-frequency trading or consumer credit scoring.1 While early adoption focused 
on domains characterized by abundant, structured data and clearly defined problems, the current 
wave of AI innovation is increasingly penetrating more complex, data-scarce, and relationship-
driven segments of the financial markets. These include secondary markets for illiquid assets, the 
diverse landscape of alternative investments (private equity, venture capital, hedge funds, real 
assets, private credit), and the intricate world of financial derivatives.3 This expansion signifies a 
maturation of AI capabilities, moving from simple automation and pattern recognition to 



sophisticated prediction, nuanced decision-making, and dynamic risk management frameworks 
tailored to the unique challenges of these markets.9 

Secondary markets, alternative investments, and derivatives present distinct hurdles for 
traditional quantitative modeling. They are often characterized by illiquidity, information 
asymmetry, infrequent and potentially biased valuation data (e.g., self-reported Net Asset Values 
or NAVs), complex contractual structures, path-dependent payoffs, and significant counterparty 
risk.12 Historically, investment and risk management in these areas have relied heavily on 
domain expertise, qualitative judgment, and relatively simpler quantitative models. However, the 
limitations of these approaches in capturing complex non-linearities, processing unstructured 
data (like legal documents or news reports), and adapting to rapidly changing market conditions 
have become increasingly apparent. Advanced AI techniques, particularly deep learning 
architectures capable of handling sequential, textual, or graph-based data, and methods designed 
for low-data environments or privacy preservation, offer the potential to overcome these 
limitations and unlock new efficiencies and insights.1 The application of AI is shifting from 
augmenting human analysis to potentially driving core investment and risk decisions in these 
traditionally less quantitative domains. 

1.2. Motivation and Scope: Focusing on Secondary Markets, Alternatives, and Derivatives 

Despite representing trillions of dollars in assets under management and playing crucial roles in 
capital allocation, risk transfer, and portfolio diversification, the application of advanced AI 
within secondary markets, alternative investments, and derivatives has received comparatively 
less systematic academic scrutiny than in public equity or foreign exchange markets. The 
existing literature is often fragmented, focusing on specific techniques or narrow applications 
within one sub-domain (e.g., ML for PE fund prediction 15, RL for options hedging 16). This 
review is motivated by the need for a comprehensive synthesis and critical assessment of AI's 
role across these interconnected and increasingly important financial sectors. 

The scope of this paper encompasses a broad review of both empirical evidence and theoretical 
frameworks concerning the use of AI in these specific domains. We examine the application of 
AI across the entire investment lifecycle, including deal sourcing and due diligence in private 
equity 12, NAV prediction and liquidity assessment in secondary markets 13, strategy replication 
and risk management in hedge funds 19, automated valuation and predictive maintenance in real 
assets 21, default prediction in private credit 23, and pricing, calibration, and hedging in 
derivatives markets.25 Furthermore, we explore cross-cutting themes where AI intersects with 
these markets, including ESG integration 27, behavioral finance modeling through sentiment 
analysis 29, and regulatory technology (RegTech) for compliance and surveillance.31 

1.3. Key Contributions and Structure of the Review 

This review aims to make several key contributions to the literature and practice. First, it 



synthesizes the dispersed body of research on AI applications in secondary markets, alternatives, 
and derivatives, providing a unified overview of the current state-of-the-art. Second, it offers a 
critical evaluation of the efficacy, applicability, and inherent limitations of various AI 
methodologies – from established techniques to frontier approaches like federated, transfer, and 
quantum machine learning, and explainable AI – within the specific context of these complex 
markets. Third, it analyzes the dynamic interplay between AI adoption, evolving market 
structures (e.g., the rise of secondary platforms 33), and the developing regulatory frameworks 
governing AI use in finance.34 Fourth, by systematically identifying the major challenges (such 
as data scarcity, model opacity, and potential systemic risks) and highlighting unanswered 
questions, it proposes a roadmap for future research and innovation. 

The structure of the paper is as follows: Section 2 provides an overview of the evolving AI 
toolkit relevant to finance. Section 3 synthesizes foundational and recent literature, critically 
reviewing seminal works and identifying major research themes. Sections 4 and 5 delve into 
detailed applications of AI within alternative investments/secondary markets and derivatives 
markets, respectively. Section 6 explores cross-cutting applications in algorithmic trading, ESG, 
behavioral finance, and RegTech. Section 7 provides a critical assessment of the challenges, 
limitations, and risks associated with AI deployment in these domains. Section 8 outlines 
promising future research directions and potential innovations. Finally, Section 9 concludes with 
a synthesis of AI's impact and a forward-looking perspective. 

The increasing application of AI into these traditionally opaque and complex financial areas 
suggests a significant shift. AI is no longer confined to high-frequency, data-abundant public 
markets but is being adapted to tackle the unique informational and structural challenges present 
in alternatives and derivatives.15 This expansion reflects both the growing sophistication of AI 
algorithms, particularly deep learning's ability to model non-linearities and process diverse data 
types, and the persistent search for informational advantages and operational efficiencies in 
markets where traditional methods may fall short. However, the very characteristics that make 
these markets suitable for AI exploration – data scarcity, valuation complexity, lack of 
transparency, and high stakes – also necessitate a move beyond standard supervised learning 
paradigms. The inherent difficulties in obtaining large, labeled datasets for private assets or 
complex derivatives point towards the increasing relevance of techniques like transfer learning, 
which can leverage knowledge from data-rich domains 37, and federated learning, which enables 
collaborative model building while preserving data privacy.37 Furthermore, the potential for 
significant financial loss and the need for regulatory compliance in these sectors amplify the 
importance of model validation and trustworthiness, driving research into explainable AI (XAI) 
to demystify "black box" models and potentially paving the way for future, albeit still nascent, 
exploration of quantum machine learning for computationally intensive tasks.39 

2. The Evolving Toolkit: AI Methodologies in Finance 

The arsenal of AI and ML techniques applied in finance has expanded dramatically, moving 



from classical statistical methods to sophisticated deep learning architectures and novel 
paradigms designed to address specific challenges like data privacy and interpretability. 
Understanding this toolkit is essential for appreciating the current applications and future 
potential of AI in secondary markets, alternatives, and derivatives. 

Figure 1: Core Artificial Intelligence Methodologies Applied in Finance 

 

2.1. Core Paradigms Revisited 

Foundational ML paradigms continue to play significant roles: 

● Supervised Learning: This remains the workhorse for many predictive tasks where labeled 
historical data is available. Regression techniques are used for forecasting continuous 
variables like asset returns, fund performance (e.g., Net IRR prediction 15), credit spreads 44, 
or real estate valuations.45 Classification algorithms (e.g., Logistic Regression, Support 
Vector Machines (SVM), Decision Trees, Random Forests) are widely employed for binary 
or multi-class prediction tasks such as credit default prediction 9, fraud detection 49, or 
predicting the success/failure of startups.17 While effective, these methods often assume 
linearity or require careful feature engineering and may struggle with highly complex, non-
linear relationships or very high-dimensional data. 

● Unsupervised Learning: These methods are crucial for uncovering hidden structures and 



patterns in unlabeled data. Clustering algorithms group similar entities (e.g., identifying 
investor types, market regimes, or peer groups for valuation). Dimensionality reduction 
techniques like Principal Component Analysis (PCA) are used to simplify complex datasets 
by identifying the most important underlying factors, often as a pre-processing step for 
supervised learning or risk modeling.51 Autoencoders, a type of neural network, are also 
used for dimensionality reduction and feature extraction.51 

● Reinforcement Learning (RL): RL algorithms learn optimal strategies through trial-and-
error interaction with an environment, receiving rewards or penalties for their actions. This 
paradigm is naturally suited for sequential decision-making problems in finance. Q-learning 
and various Policy Gradient methods (e.g., MCPG, PPO, DDPG) are increasingly applied to 
optimize dynamic hedging strategies for options 16, develop adaptive algorithmic trading 
systems 53, and optimize portfolio allocation over time.54 

2.2. Deep Learning Architectures 

Deep Learning (DL), characterized by multi-layered neural networks, has enabled significant 
breakthroughs by automatically learning hierarchical representations and complex patterns from 
raw data.3 Key architectures include: 

● Convolutional Neural Networks (CNNs): Initially designed for image recognition, CNNs 
are effective at capturing spatial hierarchies. In finance, they can be applied to analyzing 
grid-like data (e.g., order book data), visual data like satellite imagery for real asset 
monitoring or economic activity prediction 58, or as feature extractors for sequential data 
before feeding into RNNs.3 

● Recurrent Neural Networks (RNNs) and Variants (LSTM, GRU): RNNs are designed 
for sequential data, making them ideal for financial time series. Long Short-Term Memory 
(LSTM) networks and Gated Recurrent Units (GRUs) are advanced RNN variants that 
effectively address the vanishing gradient problem, enabling them to capture long-range 
dependencies in data.3 They are widely used for stock price forecasting 61, volatility 
prediction 62, sentiment analysis tracking over time, modeling investor behavior sequences 
59, and statistical arbitrage.63 

● Transformers and Large Language Models (LLMs): Originally developed for NLP, the 
Transformer architecture, with its self-attention mechanism, has revolutionized text analysis 
and is increasingly applied to other sequential data. LLMs, pre-trained on vast text corpora, 
excel at tasks like financial sentiment analysis 29, extracting information from financial 
reports (e.g., 10-Ks, earnings calls) 20, generating financial summaries, and potentially 
identifying novel risk factors or predicting market movements based on news flow.66 
Domain-specific models like FinBERT demonstrate improved performance on financial 
tasks.29 

● Generative Adversarial Networks (GANs): GANs consist of two competing neural 
networks (a generator and a discriminator) and can learn to generate realistic synthetic data. 
In finance, potential applications include generating synthetic market data for training RL 



agents or backtesting strategies, augmenting scarce datasets (e.g., for fraud or default 
prediction), and detecting anomalies in trading patterns by identifying deviations from 
learned normal behavior.67 

● Graph Neural Networks (GNNs): GNNs operate on graph-structured data, modeling 
relationships and dependencies between entities. Potential financial applications include 
analyzing inter-firm relationships (supply chains, ownership), modeling systemic risk 
propagation in financial networks, detecting complex fraud rings, and assessing 
counterparty risk in derivatives markets by analyzing the network of exposures.42 

2.3. Frontier Techniques 

Addressing the specific limitations of traditional ML/DL in finance, several frontier techniques 
are gaining traction: 

● Federated Learning (FL): FL enables multiple parties to collaboratively train a shared ML 
model without exchanging their raw, potentially sensitive data.37 Participants train models 
locally and only share model updates (e.g., gradients) with a central server, which 
aggregates them. This is highly relevant for finance due to strict data privacy regulations 
(e.g., GDPR) and competitive sensitivities. Applications include collaborative credit risk 
modeling across banks, fraud detection without sharing customer transaction data, and 
potentially pooling insights from private market data held by different LPs or GPs.37 

● Transfer Learning (TL): TL involves leveraging knowledge gained from training a model 
on one task or dataset (source domain) to improve performance on a different but related 
task or dataset (target domain), especially when the target domain has limited data.37 In 
finance, models trained on large public market datasets could be fine-tuned for specific, 
data-scarce alternative asset classes or niche derivatives. It can also be used to adapt models 
trained on one market regime to a new one or transfer knowledge from simulations to real-
world trading.37 

● Quantum Machine Learning (QML): QML explores the intersection of quantum 
computing and machine learning, aiming to leverage quantum phenomena like 
superposition and entanglement for computational advantages.42 Potential, though largely 
prospective, applications in finance include solving complex optimization problems (e.g., 
portfolio optimization), accelerating Monte Carlo simulations for derivative pricing or risk 
management, and potentially speeding up certain ML algorithms.43 Current Noisy 
Intermediate-Scale Quantum (NISQ) devices present significant hardware constraints, noise, 
and coherence challenges, making practical financial applications still largely futuristic.42 
Algorithms explored include Quantum Variational Classifiers, Quantum Kernel Estimation, 
and Quantum Neural Networks.42 

● Explainable AI (XAI): As AI models, particularly DL, become more complex ("black 
boxes"), understanding their decision-making process is crucial for trust, validation, 
debugging, regulatory compliance, and ethical considerations.24 XAI techniques aim to 
provide this transparency. Methods like LIME (Local Interpretable Model-agnostic 



Explanations) and SHAP (SHapley Additive exPlanations) provide local or global 
explanations of model predictions by attributing importance to input features.24 Attention 
mechanisms within Transformers also offer insights into which parts of the input data the 
model focuses on.40 XAI is vital for deploying AI in high-stakes financial applications like 
credit scoring, risk management, and compliance.24 

The rapid diversification of the AI toolkit available to financial practitioners reflects a dynamic 
interplay between the evolving capabilities of AI and the complex, multifaceted challenges of 
modern finance. Early applications often involved adapting existing ML algorithms to financial 
datasets. However, the unique characteristics of financial data (e.g., low signal-to-noise ratio, 
non-stationarity, fat tails) and the specific requirements of the industry (e.g., high stakes, 
regulatory scrutiny, data privacy) are increasingly driving the development and adoption of more 
specialized architectures (like LSTMs and Transformers for time series and text) and entirely 
new paradigms. Frontier techniques like FL, TL, QML, and XAI are not merely incremental 
improvements; they represent potential solutions to fundamental obstacles that have previously 
limited the scope and reliability of AI in finance. FL and TL directly address data scarcity and 
privacy constraints prevalent in alternative investments and inter-institutional collaboration.37 
QML holds the long-term promise of tackling computationally intractable problems in 
optimization and simulation, although its practical realization remains distant.42 Crucially, XAI 
confronts the critical "black box" problem, which is a major impediment to the adoption and 
regulatory approval of complex AI models in sensitive financial applications where justification 
and accountability are paramount.39 The simultaneous development across these different AI 
frontiers suggests a future where financial modeling relies on a hybrid approach, combining 
various techniques to best suit the specific problem, data availability, computational resources, 
and interpretability requirements. 

Table 1: Taxonomy of AI/ML Techniques in Finance 

 

Technique Category Description Key Financial 
Applications 

Representative 
Snippets 

Supervised Learning Learns mapping from 
inputs to outputs using 
labeled data. 

Prediction (returns, 
default, valuation, 
spreads), Classification 
(fraud, 
creditworthiness). 

9 

Unsupervised Finds patterns and Clustering (investor 51 



Learning structures in unlabeled 
data. 

types, market regimes), 
Dimensionality 
Reduction (factor 
identification, feature 
extraction), Anomaly 
Detection. 

Reinforcement 
Learning (RL) 

Learns optimal 
sequential decisions 
through trial-and-error 
and rewards. 

Algorithmic Trading, 
Dynamic Hedging, 
Portfolio Optimization, 
Risk Management. 

16 

Deep Learning (DL) - 
General 

Multi-layered neural 
networks for learning 
complex patterns. 

Enhances supervised, 
unsupervised, and RL 
tasks; Feature 
extraction. 

3 

DL - CNN Excels at grid-like data 
(images) and spatial 
hierarchies. 

Image analysis 
(satellite), Feature 
extraction from 
sequences, Order book 
analysis. 

3 

DL - RNN/LSTM/GRU Designed for sequential 
data, capturing temporal 
dependencies. 

Time Series Forecasting 
(prices, volatility), NLP 
(sentiment over time), 
Investor Behavior 
Modeling. 

3 

DL - Transformer/LLM Attention mechanisms 
for processing 
sequences (esp. text), 
excels at NLP. 

Sentiment Analysis, 
Textual Analysis 
(reports, news), 
Information Extraction, 
Factor Discovery, 
Chatbots. 

29 

DL - GAN Generative models 
learning data 
distributions. 

Synthetic Data 
Generation, Anomaly 
Detection, Scenario 
Analysis. 

67 



DL - GNN Operates on graph-
structured data, 
modeling relationships. 

Systemic Risk Analysis, 
Fraud Detection 
Networks, Counterparty 
Risk Modeling. 

42 

Federated Learning 
(FL) 

Collaborative model 
training on 
decentralized data 
without sharing raw 
data. 

Privacy-Preserving 
Credit Scoring, Cross-
Institution Fraud 
Detection, Private 
Market Data Analysis. 

37 

Transfer Learning 
(TL) 

Leveraging knowledge 
from a source 
task/domain to a target 
task/domain. 

Adapting models from 
data-rich (public) to 
data-scarce (private) 
markets, Simulation-to-
Real transfer. 

37 

Quantum Machine 
Learning (QML) 

Using quantum 
computing principles for 
ML tasks. 

Potential for 
Optimization 
(portfolios), Simulation 
(pricing), ML 
Acceleration (currently 
nascent). 

42 

Explainable AI (XAI) Techniques to make AI 
model decisions 
understandable to 
humans. 

Model Validation, 
Debugging, Trust 
Building, Regulatory 
Compliance, Bias 
Detection (using LIME, 
SHAP, Attention). 

24 

3. Literature Synthesis: Foundational and Recent Advances 

The application of AI and ML in finance has generated a vast and rapidly expanding body of 
literature. Early work often focused on applying standard ML techniques to established financial 
problems, while more recent research explores sophisticated deep learning architectures and 
addresses the unique challenges of financial data and decision-making. This section critically 
reviews selected influential works and synthesizes the major research streams relevant to 
secondary markets, alternative investments, and derivatives. 

Figure 2: Research Streams in AI Applications across Secondary Markets 



 

 

3.1. Critical Review of Seminal Works 

A comprehensive review requires examining key contributions across different application areas 
and methodologies. 

● Foundational Reviews & Performance Evaluation: Ryll and Seidens (2019) 61 provided a 
comprehensive survey comparing ML algorithms (RNNs, FFNNs, SVMs) against 
traditional stochastic models for financial market forecasting across various asset classes. 
Their key finding, based on analyzing over 150 papers, was that ML methods, particularly 



RNNs (like LSTM), tend to outperform traditional models and other ML types like SVMs 
and FFNNs, suggesting exploitable temporal dependencies. This work established a baseline 
for ML superiority in forecasting, though performance metrics varied across studies. More 
recent reviews, such as those synthesized in 1, confirm the increasing adoption and 
sophistication of DL techniques, highlighting trends towards XAI and DRL but also noting 
persistent challenges like overfitting and computational cost.4 Kelly and Xiu (2023) 5 survey 
the broader field, emphasizing the large information sets and ambiguous functional forms in 
finance as ideal conditions for ML, framing asset prices fundamentally as predictions where 
ML excels. 

● Deep Learning for Prediction & Pricing: Ding et al. (2015) (cited in 51) explored DLNs 
for stock market analysis using high-frequency data, comparing PCA, autoencoders, and 
RBMs for feature extraction. They found DLNs could extract additional information from 
AR model residuals but showed limited out-of-sample advantage over AR(10) alone, 
highlighting the challenge of applying DLNs to noisy, high-frequency data.51 Fischer and 
Krauss (2018) 36 demonstrated the effectiveness of LSTMs for financial market predictions. 
In derivatives, Ruf and Wang (2020) 79 proposed a novel DL approach (TDGF) for option 
pricing, particularly in high-dimensional rough volatility models, showing competitive 
accuracy and significantly faster training times compared to methods like DGM, while 
respecting asymptotic behavior and no-arbitrage bounds. Liu et al. (2019) 81 and Itkin 
(2020) 25 reviewed ML applications in option pricing, noting the success of NNs and 
regression trees, particularly for calibration and handling complex models, while 
acknowledging the "black box" issue. Horvath et al. (2021) 81 specifically addressed the 
calibration challenge using NNs. Buehler et al. (2019) 26 introduced 'Deep Hedging,' using 
DL (specifically RL frameworks) to learn optimal hedging strategies directly from data, 
bypassing traditional model reliance and incorporating market frictions. 

● AI in Alternative Investments: Fernandez Tamayo et al. (2023) (cited in 12) argued for 
ML's ability to predict PE fund success by avoiding human biases. Gupta and Van 
Nieuwerburgh (2021) 15 applied ML (SVM, NNs, regression) to predict PE fund 
performance (NIRR) using PitchBook and macro data, finding SVM strong in-sample but 
linear models better out-of-sample due to overfitting. Brown, Gredil, and Kaplan (2019) 13 
developed a method using sparse data (NAVs, cash flows, public comparables) in a State 
Space Model to estimate "unsmoothed" weekly PE fund NAVs, outperforming simpler 
approaches. While not strictly AI, this addresses the core data challenge AI aims to tackle. 
For hedge funds, Crane, Crotty, and Umar (2023) 20 found that funds actively acquiring 
public information (often using automated tools/NLP) earned higher abnormal returns, 
suggesting value in AI-driven information processing. However, studies like Chen and Ren 
(2022) (summarized in 20) found AI-powered mutual funds offered little to no significant 
risk-adjusted alpha over benchmarks, though they outperformed human managers via lower 
costs. Research on AI-driven replication often shows mixed results regarding consistent 
outperformance.19 

● AI in Risk Management & Compliance: Butaru et al. (2016) (cited in 9) applied ML to 



credit risk, a field now heavily influenced by AI.23 Reviews like 31 detail AI's role in 
RegTech for automating compliance, AML, fraud detection, and market surveillance, using 
techniques like ML, NLP, and predictive analytics.31 Fuster et al. (2022) 89 highlighted the 
potential for complex credit scoring models to inadvertently disadvantage minority groups, 
raising crucial bias concerns. Arrieta et al. (2020) 40 provided a foundational overview of 
XAI concepts and methods (ante-hoc vs. post-hoc, LIME, SHAP) critical for addressing the 
opacity of AI in risk and compliance. 

3.2. Identifying Major Research Streams and Unanswered Questions 

Synthesizing this literature reveals several dominant research streams: 

1. Predictive Modeling: Forecasting returns, volatility, fund performance, credit default, 
market regimes, etc., using supervised learning (from linear models to deep NNs). 

2. Algorithmic Trading & Hedging: Developing and optimizing trading strategies (HFT, 
SOR, stat arb) and dynamic hedging using ML and especially RL. 

3. Risk Management: Applying ML for credit risk assessment, fraud detection, AML, market 
risk (VaR/ES), and systemic risk monitoring. 

4. Information Extraction & NLP: Using NLP/LLMs for sentiment analysis, extracting 
insights from news/reports/filings for prediction or ESG scoring. 

5. Valuation & Pricing: Employing ML/DL for pricing complex derivatives, calibrating 
models, and valuing illiquid assets (AVMs, NAV estimation). 

6. Methodological Exploration: Investigating the application and adaptation of frontier AI 
techniques (DL architectures, FL, TL, QML, XAI) to financial problems. 

7. Compliance & Surveillance (RegTech): Automating regulatory reporting, market 
surveillance, and compliance checks using AI. 

Despite significant progress, critical gaps and unanswered questions remain: 

● Robustness and Generalization: How well do complex AI models generalize across 
different market regimes, economic cycles, and geographies, especially given the non-
stationarity of financial data? Can models trained on historical data reliably perform during 
unforeseen crises? 4 

● Economic Significance vs. Statistical Fit: Do statistically significant prediction 
improvements from AI translate into economically meaningful, risk-adjusted profits after 
accounting for transaction costs, market impact, and model decay? 20 

● Data Scarcity in Alternatives/Derivatives: How can AI techniques (TL, FL, synthetic 
data) be effectively scaled and validated in domains with inherently limited, sparse, or 
private data? 13 

● True Explainability: Can current XAI methods provide sufficiently deep, causal, and 
reliable explanations for complex financial models to satisfy regulators and build genuine 
user trust, or are they merely post-hoc rationalizations? 39 

● Scalability and Cost: Are frontier techniques like advanced DRL, large-scale 



Transformers, or QML computationally feasible and cost-effective for widespread practical 
deployment in real-time financial applications? 4 

● Systemic Impact: What are the aggregate effects of widespread AI adoption on market 
liquidity, volatility, correlations, and overall financial stability? How can potential risks like 
algorithmic herding or collusion be monitored and mitigated? 14 

● Regulatory Adaptation: How can regulations effectively govern rapidly evolving AI 
technologies, balancing innovation with safety, fairness, and stability? Is a principles-based 
or rules-based approach more appropriate? 11 

● Ethical Considerations: How can fairness and equity be ensured in AI-driven financial 
decisions (e.g., credit scoring, loan approval) when historical data reflects societal biases? 24 

The academic discourse clearly indicates a shift in AI applications within finance. Initially, 
research focused on leveraging established ML techniques, often demonstrating statistical 
improvements over traditional methods on specific tasks.46 However, the field is progressively 
moving towards tackling the inherent complexities of finance – non-stationarity, low signal-to-
noise ratios, fat tails, and the critical need for interpretability and privacy. This evolution is 
marked by the increasing adoption of deep learning architectures tailored for financial data (like 
LSTMs for time series, Transformers for text) and the exploration of frontier paradigms like FL, 
TL, QML, and XAI.3 This progression suggests a maturing field moving from simply applying 
AI to finance, towards developing AI for finance, creating bespoke solutions for domain-specific 
challenges. Nevertheless, a significant gap persists between the potential demonstrated in 
controlled academic settings and the widespread, validated deployment of these advanced 
techniques in real-world, high-stakes financial applications.20 The challenges surrounding data 
availability and quality (especially in alternatives), model robustness and interpretability, 
integration with legacy systems, and navigating the complex regulatory and ethical landscape 
remain substantial hurdles that require ongoing research and collaboration between academics, 
practitioners, and regulators.13 

Table 2: Summary of Key Literature Reviewed 

 

Author(s) & 
Year 

Snippet ID(s) Focus Area Key AI 
Technique(s) 
Used 

Main 
Finding/Cont
ribution 

Noted 
Limitation/Cr
itique 

Ryll & 
Seidens 
(2019) 

61 Financial 
Forecasting 

ML (RNN, 
FFNN, SVM) 
vs. Stochastic 

ML (esp. 
RNNs) 
outperform 
traditional 
models & 

Performance 
metrics varied 
across studies; 
focus on 



other ML 
types. 

statistical fit. 

Ding et al. 
(2015) 

51 Stock 
Prediction 
(High-Freq) 

DNNs, PCA, 
Autoencoder, 
RBM 

DLNs can 
extract info 
from AR 
residuals. 

Limited out-
of-sample 
advantage 
over AR(10); 
sensitivity to 
input 
representation. 

Ruf & Wang 
(2020) 

79 Option Pricing 
(Rough Vol.) 

DNN (TDGF 
method) 

Novel DL 
method for 
high-dim 
pricing PDEs; 
fast & 
accurate. 

Slightly less 
accurate than 
DGM in 
Heston; 
memory 
intensive. 

Buehler et al. 
(2019) 

26 Option 
Hedging 

Deep 
Reinforcement 
Learning 
(DRL) 

'Deep 
Hedging' 
framework 
learns optimal 
strategies 
considering 
frictions. 

Primarily 
simulation-
based; real-
world 
implementatio
n challenges. 

Gupta & Van 
Nieuwerburgh 
(2021) 

15 PE Fund 
Performance 

SVM, NNs, 
Regression 

SVM best in-
sample, Linear 
best out-of-
sample 
(predicting 
NIRR). 

Highlights 
overfitting risk 
with complex 
models in PE 
data. 

Brown, Gredil 
& Kaplan 
(2019) 

13 PE NAV 
Estimation 

State Space 
Model 
(Kalman 
Filter) 

Method to 
estimate 
'unsmoothed' 
weekly NAVs 
from sparse 
data. 

Relies on 
comparable 
public assets; 
complex 
estimation. 

Crane, Crotty 
& Umar 

20 Hedge Fund 
Performance 

Information 
Acquisition 

Funds actively 
acquiring 

Focus on 
information 



(2023) Analysis public info 
(e.g., via 
NLP/automati
on) show 
higher alpha. 

acquisition, 
not specific AI 
trading 
strategy. 

Chen & Ren 
(2022) 

20 AI Mutual 
Fund 
Performance 

Performance 
Attribution 

AI funds show 
little/no alpha 
vs. market but 
outperform 
human peers 
via lower 
costs. 

Limited 
sample period; 
definition of 
"AI-powered" 
varies. 

Fuster et al. 
(2022) 

89 Credit Scoring 
Bias 

ML Model 
Analysis 

Complex ML 
credit models 
can 
disadvantage 
minorities by 
inferring 
protected 
attributes. 

US context; 
highlights 
fairness 
challenges. 

Arrieta et al. 
(2020) 

40 Explainable 
AI (XAI) 

Review/Taxon
omy 

Provides 
framework for 
understanding 
XAI methods 
(ante-hoc, 
post-hoc, 
LIME, 
SHAP). 

Conceptual 
review, not 
specific 
financial 
application 
performance. 

Kirtac & 
Germano 
(2024a,b) 

29 Financial 
Sentiment 

LLMs 
(FinBERT, 
GPT) 

LLM-based 
sentiment 
significantly 
outperforms 
traditional 
methods for 
stock 
prediction. 

Focus on 
specific 
LLMs/tasks; 
generalizabilit
y needs more 
study. 

Various 
Authors 

31 RegTech 
Applications 

AI, ML, NLP, 
Data Analytics 

Detail AI use 
in compliance 

Often 
descriptive; 



(RegTech 
Reviews) 

automation, 
fraud/AML 
detection, 
surveillance. 

lack 
quantitative 
performance 
comparisons 
across 
solutions. 

4. AI in Secondary Markets and Alternative Investments 

Alternative investments, encompassing private equity, venture capital, hedge funds, real assets, 
and private credit, along with the secondary markets where interests in these assets are traded, 
present a unique set of challenges and opportunities for AI applications. These markets are often 
characterized by illiquidity, information asymmetry, bespoke deal structures, and a greater 
reliance on qualitative factors and manager skill compared to public markets. AI's ability to 
process diverse data types, model complex relationships, and potentially enhance efficiency is 
driving its adoption across various functions within this space. 

Figure 3: Mapping of AI Applications across Key Asset Classes 

 



 

4.1. Private Equity (PE) & Venture Capital (VC) 

AI is being explored to augment decision-making and improve efficiency throughout the PE/VC 
investment lifecycle. 

● Deal Sourcing & Screening: Identifying promising investment opportunities from a vast 
universe of private companies is a critical challenge. NLP and LLMs can be employed to 
scan and analyze large volumes of unstructured data, including news articles, industry 
reports, patent filings, and company websites, to identify emerging trends and potential 
target companies that fit specific investment theses. Furthermore, ML models are being 
developed to predict startup success or failure based on historical data encompassing 
company characteristics (sector, location, age), funding history, team composition, web 
traffic, and potentially even textual analysis of business plans or founder interviews.12 These 
predictive models aim to help investors filter and prioritize opportunities more effectively. 

● Valuation & Due Diligence: Valuing private companies is inherently difficult due to the 
lack of continuous market pricing and reliance on infrequent appraisals or comparable 
transactions. Research is exploring the use of ML models (such as SVM, Bayesian 
Regularized Neural Networks, and stepwise regression) to predict the ultimate performance 



(e.g., Net IRR) of PE funds based on observable fund characteristics (vintage, size, strategy, 
geography, ESG focus), manager experience (track record, team size), and prevailing 
macroeconomic conditions at the time of investment.15 While predicting exact exit 
valuations remains challenging, these models aim to provide LPs with better tools for fund 
selection. AI can also assist in due diligence by automatically analyzing large document sets 
(e.g., financial statements, legal contracts, management reports) using NLP to extract key 
information, identify potential risks, or flag inconsistencies. Building on techniques used by 
hedge funds analyzing public filings 20, AI could provide deeper insights during the 
intensive due diligence phase. 

● PE Secondaries: The secondary market for PE fund interests involves transactions between 
LPs or between LPs and specialized secondary funds. Pricing these interests is complex, 
often involving discounts or premiums to the last reported NAV, influenced by factors like 
fund performance, remaining lifespan, underlying portfolio quality, market sentiment, and 
the specific liquidity needs of the seller. While direct evidence in the reviewed snippets is 
limited, AI holds potential for modeling these complex pricing dynamics. ML models could 
be trained to predict secondary market pricing or NAV evolution using historical transaction 
data, fund characteristics, and public market equivalents.13 Brown, Gredil, and Kaplan's 
(2019) work on nowcasting weekly NAVs using sparse data provides a foundation.13 
Furthermore, AI could enhance secondary market platforms (like Hiive 33) by improving 
matching algorithms between buyers and sellers, providing better liquidity estimates, or 
standardizing the data required for transactions, potentially reducing transaction costs and 
friction.18 Machine learning could offer a cost-effective alternative to manual analysis for 
pricing diversified LP portfolios.18 

4.2. Hedge Funds 

Hedge funds, particularly quantitative funds, have long been at the forefront of adopting 
advanced analytical techniques, making them natural adopters of AI and ML. 

● AI-Driven Strategies: AI/ML is central to many modern hedge fund strategies. Techniques 
are used for: 
○ Prediction: Forecasting market direction, asset returns, or volatility using supervised 

learning, DL (LSTMs, Transformers), and NLP for sentiment analysis.7 
○ Factor Discovery: Identifying novel alpha factors beyond traditional linear factors (e.g., 

value, momentum) by using ML to detect complex, non-linear patterns in large datasets, 
including alternative data.66 The AIPM model exemplifies using Transformers for 
context-aware factor modeling.66 

○ Statistical Arbitrage: Employing ML models like LSTMs to identify and exploit short-
term pricing discrepancies between related assets (e.g., ETF vs. futures).63 

○ Execution: Using RL or other ML techniques for optimizing trade execution (e.g., SOR) 
to minimize market impact and transaction costs.94 Leading quantitative firms like 
Renaissance Technologies and Two Sigma are known for their extensive use of 



sophisticated mathematical models and ML.90 
● Hedge Fund Replication: The concept of replicating hedge fund returns using liquid 

instruments (factors, ETFs, futures) has gained traction as an alternative to direct hedge 
fund investment, offering potentially lower fees, better liquidity, and greater transparency.19 
AI and ML can enhance traditional factor-based replication in several ways: 
○ Dynamic Factor Exposure Estimation: Using time-varying parameter models or ML 

techniques (e.g., Kalman filters adapted via ML, potentially RL) to capture the 
changing exposures of hedge funds to various risk factors more accurately than static 
linear models.84 

○ Non-Linear Factor Modeling: Employing ML to model non-linear relationships 
between hedge fund returns and underlying factors. 

○ Replicating Instrument Selection: Using ML algorithms, such as modified LASSO 
penalized regression, to select an optimal basket of liquid ETFs or futures for 
replication, explicitly considering transaction costs and rebalancing frequency.97 

○ However, the effectiveness of replication, even with AI, remains debated. Critics argue 
that replication captures only the 'beta' (market exposure) and misses the 'alpha' 
(manager skill), especially for less liquid or more complex strategies.84 Empirical 
evidence on the performance of AI-driven hedge funds or replication strategies is 
mixed; while some specific strategies might show promise in backtests, studies often 
find that broad AI hedge fund indices underperform standard benchmarks over the long 
term, and AI-powered mutual funds fail to generate significant risk-adjusted alpha.20 
The primary benefit over human managers often appears to be lower operational costs 
and potentially more disciplined execution rather than persistent superior predictive 
ability.20 

● Risk Management: AI tools are used for real-time monitoring of portfolio risk exposures, 
detecting anomalous trading activity that might indicate operational errors or rogue trading, 
managing leverage, and potentially stress-testing portfolios using AI-generated scenarios.10 

4.3. Real Assets 

AI applications in real assets focus primarily on valuation, operational efficiency, and market 
analysis. 

● Valuation (AVMs): AI-powered Automated Valuation Models (AVMs) are increasingly 
used for real estate appraisal. Techniques like gradient boosting, random forests, and neural 
networks are trained on large datasets of property characteristics (size, location, age, 
features) and transaction data to predict property values.21 Studies show that AI-AVMs, 
particularly ensemble methods like boosting, can achieve high accuracy, explaining a large 
percentage of price variance (e.g., 91-94% R² in Singaporean markets) and relatively low 
Mean Absolute Percentage Errors (MAPE, e.g., 5-9%).45 These models often outperform 
traditional Multiple Regression Analysis (MRA), especially in capturing non-linear 
relationships.45 However, challenges remain, including the "black box" nature of complex 



models hindering interpretability, the need for high-quality, comprehensive data, and 
potential biases inherited from historical data.21 

● Predictive Maintenance: For infrastructure assets (e.g., buildings, energy facilities, 
transportation networks), AI plays a crucial role in predictive maintenance. By integrating 
ML algorithms (Random Forest, SVM, Neural Networks, Gradient Boosting) with data 
from Industrial Internet of Things (IIoT) sensors, owners and operators can predict 
equipment failures before they occur, optimize maintenance schedules, reduce downtime, 
and lower operational costs.22 The choice of algorithm depends on factors like accuracy 
requirements, data complexity, computational efficiency, and scalability needs.22 

● Market Analysis: AI can enhance real asset market analysis through various means. NLP 
can be used to analyze planning documents, zoning regulations, environmental reports, and 
news sentiment to assess development potential or risks associated with specific locations. 
Computer vision techniques, particularly CNNs analyzing satellite or drone imagery, can 
monitor construction progress, assess agricultural land use and health, track infrastructure 
development, or even estimate economic activity based on indicators like nighttime lights or 
port activity.58 

4.4. Private Credit 

In the rapidly growing private credit market, AI is primarily focused on improving credit risk 
assessment and process efficiency. 

● Advanced Risk Assessment: ML models are proving highly effective at predicting default 
risk for corporate loans and consumer credit, often significantly outperforming traditional 
methods like logistic regression or standard credit scoring.9 Algorithms like Random 
Forests, SVM, Neural Networks, Gradient Boosting (XGBoost, LightGBM), and AdaBoost 
can analyze vast amounts of structured and unstructured data to identify complex, non-
linear patterns indicative of default probability.24 A key advantage is the ability of AI to 
incorporate alternative data sources – such as bank transaction history, utility payments, 
social media activity, or mobile usage data – which can be particularly valuable for 
assessing borrowers with limited traditional credit histories (e.g., SMEs, consumers in 
emerging markets).24 Studies report high accuracy levels (e.g., 90-99%) and strong AUC 
scores for ML-based default prediction models.24 

● Feature Importance & Explainability: Given the "black box" nature of many high-
performing ML models and the regulatory scrutiny surrounding lending decisions (e.g., 
requirements for adverse action notices), explainability is critical in private credit. XAI 
techniques like SHAP and LIME are increasingly used to interpret model predictions, 
identifying the key features (e.g., credit history, income level, debt-to-income ratio) driving 
an individual borrower's risk assessment.23 This helps lenders justify decisions, allows for 
model validation, facilitates regulatory compliance, and aids in identifying and mitigating 
potential biases in the models.24 

● Pricing/Spread Prediction: Beyond default prediction, ML is also being applied to forecast 



credit spreads for corporate bonds (which informs private credit pricing). Ensemble learning 
methods combined with feature selection techniques (like mutual information) have shown 
promise in improving the accuracy of spread predictions compared to simpler models.44 

The adoption pattern of AI across alternative investments reveals a divergence based on the 
nature of the asset class and data availability. Quantitative hedge funds, operating in relatively 
data-rich (though often alternative data) environments with a focus on systematic strategies, are 
heavy users of AI for alpha generation, execution, and risk management.10 In contrast, PE, VC, 
real assets, and private credit, which deal with more illiquid assets, bespoke transactions, and 
often sparser or less structured data, are increasingly leveraging AI for operational efficiency 
(e.g., deal sourcing, AVMs, predictive maintenance) and specific analytical tasks like credit risk 
assessment.15 While AI is used to predict fund-level performance in PE 15, its application in 
directly valuing underlying private companies or complex real assets during due diligence 
appears less mature, likely due to data limitations and the continued importance of human 
judgment and negotiation in these relationship-driven markets. 

A common thread across these diverse alternative asset classes is the potential value AI derives 
from processing unstructured or alternative data sources.20 Whether it's analyzing news 
sentiment for hedge funds, property descriptions for AVMs, legal documents for PE due 
diligence, or transaction histories for private credit scoring, AI's ability to extract meaningful 
signals from text, images, or other non-traditional formats is a key advantage over conventional 
models that typically rely on structured numerical data. This capability is particularly crucial in 
alternatives where traditional financial data may be infrequent, lagged, or unavailable. 

However, the application of complex ML models like SVMs or NNs in data-scarce environments 
like PE fund performance prediction highlights a significant risk: overfitting.15 The finding that 
simpler linear models sometimes generalize better out-of-sample underscores the critical need 
for rigorous validation, regularization, and careful model selection when applying sophisticated 
AI techniques in domains where the data may not be rich enough to support high model 
complexity without capturing spurious noise. This reinforces the importance of balancing 
predictive power with model robustness and interpretability, especially in high-stakes investment 
decisions. 

Table 3: AI Applications & Performance Examples in Alternative Investments 

 

Asset Class Specific 
Application 

AI Technique(s) 
Used 

Key Performance 
Finding/Metric 

Representative 
Snippets 



PE / VC Fund Performance 
Prediction (NIRR) 

SVM, NNs, 
Stepwise 
Regression (AIC, 
Ridge) 

SVM best in-
sample (MSE: 
0.0072), Linear 
AIC best out-of-
sample (MSE: 
0.0370) - 
overfitting 
concern with 
SVM. 

15 

PE / VC Startup Success 
Prediction 

DL (LSTM, 
Transformer), 
other ML 

LSTM successful 
in capturing long-
term 
dependencies; 
comparison 
ongoing. 

17 

PE / VC NAV Nowcasting 
(Secondaries 
relevant) 

State Space Model 
(Kalman Filter) 

Outperforms naive 
approach using 
public 
comparables; 
reduces cash flow 
forecast error. 

13 

PE / VC Secondary Market 
Platforms 

Data Analytics, 
ML (Implied) 

Facilitate 
liquidity, price 
discovery, 
potentially 
matching/pricing. 

18 

Hedge Funds Strategy 
Development / 
Factor Discovery 

ML, DL 
(Transformers - 
AIPM), NLP 

ML identifies non-
linear factors; 
AIPM shows high 
Sharpe ratio 
(4.57); NLP 
extracts info from 
filings. 

20 

Hedge Funds Statistical 
Arbitrage (ETF vs 
Futures) 

LSTM Outperforms 
cointegration 
strategy (more 
opportunities, 
lower risk, higher 

63 



ROI & Sharpe 
Ratio). 

Hedge Funds Strategy 
Replication 

Factor Models + 
ML (e.g., LASSO, 
Bayesian filters) 

ML can improve 
factor selection 
considering costs 
(saves ~60bps); 
overall replication 
performance 
debated. 

19 

Hedge Funds Risk Management ML, Anomaly 
Detection 

Identifying market 
trends, measuring 
portfolio risk, 
optimizing 
allocation. 

10 

Real Assets Automated 
Valuation Models 
(AVM) 

Boosting Tree 
Ensembles, NNs, 
other ML 

High accuracy 
(R²: 91-94%, 
MAPE: 5-9% in 
Singapore study); 
outperforms 
MRA. 

21 

Real Assets Predictive 
Maintenance 
(Infrastructure) 

RF, SVM, NNs, 
Gradient Boosting 

High accuracy 
possible 
(ANN/GBM >94
%); RF/SVM 
more 
efficient/scalable. 

22 

Real Assets Market Analysis NLP, Computer 
Vision 
(Satellite/Drone) 

Potential for 
analyzing reports, 
zoning laws, 
monitoring 
activity. 

58 

Private Credit Default Prediction 
(Corp./Consumer) 

RF, SVM, NNs, 
XGBoost, 
AdaBoost, 
LightGBM 

High accuracy 
(90-99% 
reported); 
outperforms 
traditional logistic 

9-46 



regression/scoring
. 

Private Credit Credit Spread 
Forecasting 

Ensemble 
Learning 
(Stacking), 
Feature Selection 
(Mutual Info) 

Ensemble method 
with feature 
selection showed 
superior accuracy 
(MAE, MSE, R²). 

44 

Private Credit Explainability 
(XAI) 

SHAP, LIME Used to interpret 
ML default 
predictions, 
identify key 
drivers, address 
bias concerns. 

24 

5. AI in Derivatives Markets 

Derivatives markets, characterized by complex instruments, non-linear payoffs, and high-
dimensional modeling challenges (e.g., stochastic volatility, interest rate models), represent 
another fertile ground for AI applications. AI techniques are being employed to tackle long-
standing problems in pricing, calibration, hedging, and risk management, often offering 
advantages in speed, accuracy, or the ability to handle complexities that challenge traditional 
methods. 

Figure 4: Major Challenges and Limitations of AI Applications in Finance 

 



 

5.1. Pricing and Valuation 

Accurate and efficient pricing of derivatives is fundamental. AI, particularly neural networks, is 
emerging as a powerful tool to supplement or replace traditional numerical methods like PDE 
solvers or Monte Carlo simulations. 

● Neural Networks for Option Pricing: ANNs and DNNs are being used as universal 
function approximators to learn the complex mapping between input parameters (e.g., 
underlying price, strike, time to maturity, volatility, interest rate) and the derivative price.25 
By training on data generated from sophisticated (but potentially slow) pricing models (like 
Heston or rough volatility models) or even historical market data, trained NNs can provide 
near-instantaneous pricing.25 This acceleration is particularly valuable for real-time risk 
management or model calibration, which often requires numerous pricing calls.25 Studies 
show that NNs can achieve high accuracy, sometimes outperforming traditional methods in 
specific scenarios or for certain types of options (e.g., deep out-of-the-money).25 The Time 
Deep Gradient Flow (TDGF) method, for instance, reformulates the pricing PDE as an 
energy minimization problem solved via DNNs, demonstrating good accuracy even in high-
dimensional settings arising from rough volatility models, with significantly faster training 
times compared to methods like the Deep Galerkin Method (DGM).80 

● Volatility Surface Modeling: The implied volatility surface (IVS), representing market 
expectations of future volatility across different strikes and maturities, is a critical input for 



derivatives pricing and risk management. ML and DL techniques are being applied to: 
○ Fitting/Smoothing: Constructing smooth, arbitrage-free surfaces from sparse and noisy 

observed market option prices. NNs can learn the complex shape of the IVS directly 
from data.81 Approaches include penalizing the NN loss function with soft constraints to 
enforce no-arbitrage conditions (e.g., positive butterfly spreads) during training.81 
Neural Operators, a newer DL technique, are being explored to directly map observed 
(potentially irregularly spaced) volatilities to a smoothed surface, offering 
discretization-invariance and potentially simplifying the process compared to traditional 
parametric models (like SVI) or instance-by-instance NN fitting.105 These methods aim 
to provide more robust and efficient interpolation and extrapolation of implied 
volatilities. 

○ Prediction: Forecasting the evolution of the IVS over time. ML models, including NNs, 
are used to predict changes in implied volatility based on market inputs like index 
returns, moneyness, and time to maturity, potentially capturing non-linear dynamics 
better than traditional models.62 

● Exotic Options & Complex Payoffs: For derivatives with complex features (e.g., path-
dependency, multiple underlying assets, early exercise), closed-form pricing solutions rarely 
exist, and traditional numerical methods can become computationally prohibitive. ML 
techniques, particularly NNs trained on simulation data, offer a promising alternative for 
approximating the prices of these exotic instruments efficiently.103 

● Calibration: Model calibration involves finding model parameters (e.g., in stochastic 
volatility models) that best match observed market prices. This is often a computationally 
intensive optimization problem. NNs can be used to learn the inverse map from market 
prices back to model parameters, or to significantly speed up the forward pricing step within 
a traditional calibration routine, leading to faster and potentially more stable calibration 
results.25 

5.2. Hedging Strategies 

Effective hedging is crucial for managing the risks associated with derivatives positions. AI, 
especially DRL, is enabling new approaches to dynamic hedging. 

● Deep Reinforcement Learning (DRL) for Dynamic Hedging: Traditional dynamic 
hedging often relies on model-based sensitivities like delta hedging derived from models 
like Black-Scholes. DRL offers a model-free alternative where an agent learns an optimal 
hedging policy directly by interacting with market data (real or simulated) and optimizing a 
specific objective function (e.g., minimizing hedging error variance, maximizing risk-
adjusted profit).16 This approach has several potential advantages: 
○ Incorporating Market Frictions: DRL agents can learn hedging strategies that explicitly 

account for real-world factors like transaction costs, market impact, or liquidity 
constraints, which are often ignored in traditional models.26 

○ Model Independence: It potentially bypasses the need for an accurate, calibrated pricing 



model, learning the hedging strategy directly from market dynamics.60 
○ Handling Complexity: DRL can potentially handle complex, non-linear risks associated 

with exotic options or portfolios. 
○ Studies comparing various DRL algorithms (e.g., MCPG, PPO, DQL variants, DDPG 

variants) have shown that some DRL approaches, like MCPG, can outperform the 
standard Black-Scholes delta hedge baseline in simulated environments (e.g., using 
GJR-GARCH models), particularly when evaluated using risk-sensitive metrics like the 
root semi-quadratic penalty.16 The choice of DRL algorithm and reward function 
appears critical for performance.16 

● Model-Free Hedging: The ability of DRL to learn effective strategies without an explicit 
underlying asset pricing model is a key feature, potentially making hedging more robust to 
model misspecification.60 

5.3. Risk Management 

AI techniques offer potential improvements in managing the multifaceted risks associated with 
derivatives trading. 

● Counterparty Credit Risk (CCR): The interconnected nature of derivatives markets 
creates significant CCR. While not explicitly detailed in the snippets for derivatives, GNNs, 
which model relationships in networks, could potentially be applied to analyze the complex 
web of counterparty exposures in OTC derivatives markets, predict potential defaults, and 
assess the risk of contagion.42 ML models used for general corporate or sovereign default 
prediction could also be adapted.9 

● Market Risk & VaR/ES: Calculating market risk measures like Value-at-Risk (VaR) and 
Expected Shortfall (ES) for portfolios containing complex, non-linear derivatives can be 
challenging for traditional methods (e.g., variance-covariance, historical simulation). ML 
and DL techniques, including generative models like GANs or specialized time-series 
models, may provide more accurate estimates by better capturing non-linear dependencies, 
fat tails, and volatility clustering in underlying asset returns and their impact on the 
derivatives portfolio.43 

● Portfolio Optimization with Derivatives: RL and other ML-based optimization techniques 
can be used to construct portfolios that strategically incorporate derivatives for hedging 
specific risks (e.g., tail risk) or generating alpha, potentially leading to improved risk-
adjusted returns compared to portfolios without derivatives or those using simpler hedging 
rules.54 

The application of AI in derivatives markets represents a significant departure from reliance 
solely on classical financial engineering models. Deep learning, in particular, provides a 
powerful, data-driven framework for approximating complex, high-dimensional functions that 
arise in pricing and calibration.26 This ability to learn directly from market data or sophisticated 
simulations, bypassing the need for simplifying assumptions often required by analytical models, 



holds the potential for more accurate pricing and faster computations, especially for exotic 
instruments or under complex market dynamics like rough volatility. 

Similarly, the advent of Deep Reinforcement Learning marks a potential paradigm shift in 
dynamic hedging.16 Moving beyond the constraints of model-based replication strategies like 
delta hedging, DRL allows for the direct optimization of hedging policies in environments that 
incorporate real-world complexities such as transaction costs and market impact. This model-
free, goal-oriented approach could lead to more cost-effective and robust risk management 
strategies, particularly for portfolios with non-linear risk profiles where traditional hedges may 
be inadequate or costly to maintain.60 While challenges related to training stability, reward 
function design, and bridging the simulation-to-reality gap remain, DRL offers a fundamentally 
different and potentially more powerful way to approach the problem of dynamic risk 
management in derivatives markets. 

Table 4: AI Applications & Performance Examples in Derivatives Markets 

 

Application Area AI Technique(s) 
Used 

Key 
Finding/Advanta
ge 

Comparison 
Point 

Representative 
Snippets 

Pricing/Valuatio
n 

DNNs (e.g., 
TDGF) 

Accurate pricing 
for complex/high-
dim models 
(rough vol.); Fast 
training/pricing. 

Traditional PDE 
solvers (e.g., 
DGM), Monte 
Carlo. 

25 

Pricing/Valuation NNs Efficient 
approximation of 
pricing functions; 
Acceleration of 
computation. 

Original solver 
(PDE/MC). 

25 

Pricing/Valuation 
(Exotics) 

NNs, ML Pricing path-
dependent, multi-
asset options 
where traditional 
methods struggle. 

Closed-form 
solutions, Simple 
numerical 
methods. 

103 



Volatility 
Modeling 

NNs, Neural 
Operators 

Fitting/smoothing 
IVS from market 
data; Arbitrage-
free constraints; 
Prediction of 
surface dynamics. 

Parametric models 
(e.g., SVI), 
Instance-by-
instance NN 
fitting. 

62 

Calibration NNs Faster and 
potentially more 
stable calibration 
of complex 
models (e.g., 
Heston). 

Traditional 
optimization 
methods. 

25 

Hedging DRL (MCPG, 
PPO, DQL, 
DDPG variants) 

Learns optimal 
dynamic hedging 
strategies; 
Incorporates 
market frictions 
(costs); Model-
free potential. 

Black-Scholes 
Delta Hedging. 

16 

Risk 
Management 

ML/DL (GANs, 
Time Series 
Models) 

Potentially more 
accurate VaR/ES 
for complex 
portfolios by 
capturing non-
linearities, tails. 

Traditional 
VaR/ES methods 
(Var-Covar, Hist. 
Sim.). 

43 

Risk Management GNNs, ML Potential for 
modeling CCR 
networks and 
predicting 
defaults/contagion
. 

Traditional CCR 
models. 

9 

Risk Management RL, Optimization Strategic use of 
derivatives within 
portfolio 
optimization for 
hedging/alpha. 

Portfolios without 
derivatives or 
simpler hedging 
rules. 

54 



6. Cross-Cutting Applications and Emerging Themes 

Beyond the specific applications within alternative investments and derivatives, AI techniques 
are being deployed across various functions that intersect with these markets, driving innovation 
in trading, sustainable finance, behavioral analysis, and regulatory compliance. 

Figure 5：Future Directions of AI Applications in Financial Markets 

 

 

6.1. Algorithmic Trading and Execution Optimization 

AI is fundamentally changing how trading strategies are developed and executed, moving 
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beyond simple automation to adaptive, learning-based systems. 

● Factor Discovery & Asset Pricing: Traditional asset pricing relies on identifying linear 
risk factors (e.g., size, value, momentum). ML and DL methods, including tree-based 
models (Random Forest, Gradient Boosting) and Neural Networks, are being used to 
uncover new, potentially non-linear predictive factors from vast datasets, including firm 
characteristics and alternative data.6 The Artificial Intelligence Pricing Model (AIPM), 
utilizing a Transformer architecture, exemplifies this by learning context-aware 
relationships between assets based on their characteristics, achieving superior out-of-sample 
performance compared to models relying solely on own-asset predictability.66 Symbolic 
Modeling, using genetic programming and DL, has also been proposed to automatically 
generate nonlinear asset pricing models that outperform traditional factor models.92 

● Statistical Arbitrage: ML techniques, particularly LSTMs suited for time-series analysis, 
are employed to identify and predict transient mispricings between related instruments, such 
as ETFs and their underlying index futures. Studies show LSTM-based strategies can 
identify more arbitrage opportunities with lower risk and achieve higher risk-adjusted 
returns compared to traditional cointegration-based methods.63 

● Smart Order Routing (SOR): AI enhances SOR systems by moving beyond static rules to 
dynamic, predictive routing. ML algorithms analyze real-time market data (liquidity, 
volatility, order book depth) and historical patterns to predict the optimal execution venue 
and strategy (e.g., order splitting) to minimize market impact, reduce transaction costs, and 
improve fill rates.94 These systems can adapt routing logic based on changing market 
conditions.94 

● High-Frequency Trading (HFT): In the ultra-low latency HFT space, ML is crucial for 
analyzing tick-level data, predicting micro-price movements, identifying fleeting arbitrage 
opportunities, and optimizing order placement strategies to manage the trade-off between 
execution speed and market impact.53 

6.2. AI for ESG Analysis and Sustainable Investing 

The growing importance of Environmental, Social, and Governance (ESG) factors in investment 
decisions creates demand for better data and analysis, an area where AI offers significant 
potential. 

● ESG Scoring & Data Analysis: A major challenge in ESG investing is the inconsistent, 
often qualitative, and voluminous nature of ESG data. NLP and LLMs are being used to 
process unstructured data sources like corporate sustainability reports, news articles, NGO 
reports, and social media to generate ESG scores, identify controversies, or assess alignment 
with specific ESG themes.28 AI can help standardize analysis and potentially provide more 
timely ESG signals than traditional rating agencies.28 However, challenges related to data 
quality, greenwashing, and the inherent subjectivity of ESG factors remain.27 

● Green Bond Valuation & Impact: AI can analyze the features of green bonds (e.g., use of 



proceeds, reporting standards, issuer characteristics) and potentially assess their impact on 
issuer ESG performance.27 Studies have used ML to examine the relationship between green 
bond issuance and subsequent changes in environmental disclosure scores or CO2 
emissions, providing insights into whether issuance signals genuine commitment or 
potential greenwashing.27 AI could also potentially model the "greenium" (yield difference 
between green and conventional bonds). 

● ESG Integration in Portfolio Management: ML and RL techniques can incorporate ESG 
scores or constraints directly into portfolio optimization frameworks, allowing investors to 
build portfolios that align with sustainability goals while managing risk and return 
objectives.11 AI can help navigate the complex trade-offs between financial performance 
and ESG criteria. 

6.3. Behavioral Finance: Sentiment Analysis and Investor Behavior Modeling 

AI, particularly NLP, allows for the quantification and analysis of market sentiment and investor 
behavior at an unprecedented scale and granularity. 

Figure 6：Ethical and Risk Considerations in AI Applications 

 

 
● Sentiment Analysis: Advanced NLP techniques and LLMs (BERT, FinBERT, GPT, OPT) 

sandbox://mnt/data/A_2D_digital_infographic_titled_%22Ethical_and_Risk_.png?_chatgptios_conversationID=680e0ca1-c6f8-800f-8da9-6412aebd27bf&_chatgptios_messageID=ec67a35a-e41d-4fcc-b6a9-a6a469d10f03


go beyond simple keyword counting or lexicon-based approaches to extract nuanced 
sentiment from financial news, social media platforms (like Twitter/X), earnings call 
transcripts, and regulatory filings.29 By understanding context, negation, and financial 
jargon, these models generate sentiment indicators that have shown significant predictive 
power for market movements and individual stock returns, often outperforming traditional 
sentiment measures.29 This information is increasingly used in quantitative trading 
strategies. 

● Investor Behavior Modeling: DL models, especially LSTMs, can analyze sequences of 
investor actions (e.g., trades, clicks, portfolio changes) to predict future investment behavior 
or identify distinct investor types.59 This can inform product positioning, personalized 
financial advice, and risk profiling. Furthermore, AI models could potentially learn to 
predict or react to shifts in aggregate market sentiment, as measured by traditional indicators 
like the AAII Sentiment Survey or the CNN Fear & Greed Index 113, although this is an 
emerging area. 

6.4. RegTech: AI for Surveillance and Compliance 

Regulatory Technology (RegTech) leverages AI to enhance efficiency, effectiveness, and 
coverage of compliance and surveillance functions. 

● Market Surveillance: Financial regulators and exchanges use AI/ML algorithms for real-
time monitoring of trading activity to detect potentially manipulative or abusive practices 
like spoofing, layering, wash trading, or insider trading.31 Anomaly detection algorithms 
(including statistical methods, ML classifiers, and DL models like GANs) analyze vast 
streams of order and transaction data to flag suspicious patterns that deviate from normal 
market behavior.67 These systems aim for high detection accuracy, low false positive rates, 
and minimal latency to enable timely intervention.67 

● Fraud Detection & AML: AI and ML are widely used by financial institutions for 
detecting fraudulent transactions (e.g., credit card fraud, payment fraud) and identifying 
patterns related to money laundering (AML) and terrorist financing (CFT).9 Supervised and 
unsupervised learning techniques analyze customer data, transaction details, network 
connections, and behavioral patterns to identify high-risk activities with greater accuracy 
and speed than rule-based systems.49 NLP can also be used to screen customers against 
sanctions lists or analyze text for KYC/CDD purposes.11 

● Compliance Automation: AI, particularly NLP and Robotic Process Automation (RPA), 
automates various compliance tasks. This includes interpreting complex regulatory 
documents, monitoring regulatory changes, automating the generation and submission of 
regulatory reports, and streamlining internal compliance workflows, leading to cost savings 
and reduced risk of human error.11 

The broad applicability of core AI techniques across these diverse financial domains is striking. 
NLP, initially prominent in sentiment analysis, now plays a crucial role in ESG data processing 



and RegTech document interpretation.28 Anomaly detection algorithms find use in both fraud 
prevention and market surveillance.49 Reinforcement learning principles are applied to optimize 
decisions in both trading execution and dynamic hedging.16 This cross-pollination suggests that 
advancements in fundamental AI capabilities often create ripple effects, enabling new solutions 
across multiple financial functions and breaking down traditional silos between trading, risk, 
compliance, and investment analysis. 

Furthermore, the increasing focus on applying AI to areas like ESG and behavioral finance 
indicates a significant evolution.27 AI is moving beyond purely quantitative tasks based on 
numerical data towards modeling more qualitative, subjective, and complex human-centric 
factors. Analyzing ESG reports requires understanding context and intent, while modeling 
investor behavior involves capturing sentiment, biases, and reactions to information flow. This 
necessitates more sophisticated AI, particularly advanced NLP and potentially causal inference 
techniques, pushing AI to interpret meaning and infer underlying drivers rather than just 
recognizing statistical patterns. This trend suggests a future where AI assists not only in 
optimizing quantifiable objectives but also in navigating the more nuanced aspects of financial 
markets. 

7. Critical Assessment: Challenges, Limitations, and Risks 

Despite the transformative potential, the deployment of AI in secondary markets, alternative 
investments, and derivatives is fraught with significant challenges, limitations, and risks that 
require careful consideration by practitioners, researchers, and regulators. 

7.1. Model Risk 

AI models, particularly complex DL architectures, introduce unique and amplified forms of 
model risk compared to traditional quantitative models. 

● Overfitting: The high capacity of many ML models allows them to fit training data 
extremely well, but this often comes at the cost of poor generalization to new, unseen data. 
This risk is particularly acute in finance due to the inherently low signal-to-noise ratio and 
non-stationarity of market data.4 In data-scarce domains like private equity, complex models 
like SVMs or NNs might capture noise and spurious correlations, leading to impressive in-
sample performance but disappointing out-of-sample results, sometimes underperforming 
simpler linear models.15 Rigorous out-of-sample validation, cross-validation, regularization 
techniques, and careful model selection are crucial but not always sufficient to prevent 
overfitting. 

● Data Bias: AI models learn from data, and if the training data reflects historical biases (e.g., 
societal discrimination, survivorship bias in fund databases, specific market regime 
dominance), the model will inherit and potentially amplify these biases.24 This is a major 
concern in applications like credit scoring, where biased models can lead to discriminatory 



lending practices against protected groups.74 Identifying and mitigating data bias is 
challenging, especially when sensitive demographic attributes are unavailable or proxied 
indirectly, and requires careful data sourcing, feature engineering, and fairness-aware 
algorithms.89 

● Robustness & Stability: Financial markets are dynamic and non-stationary. Models trained 
on data from one market regime may perform poorly when conditions shift.90 Furthermore, 
AI models can be vulnerable to adversarial attacks, where small, carefully crafted 
perturbations to input data can cause significant changes in output, posing security risks in 
applications like algorithmic trading or fraud detection. Ensuring model robustness against 
data drift and potential manipulation is a critical ongoing research area. 

7.2. The Interpretability Challenge: XAI Solutions and the "Black Box" Problem 

The lack of transparency in complex AI models poses significant hurdles. 

● Opacity: Deep neural networks, ensemble methods (like Random Forests or Gradient 
Boosting), and complex RL agents often function as "black boxes," making it difficult to 
understand why they produce a specific prediction or decision.24 This opacity hinders model 
validation, debugging, identifying biases, building user trust, and satisfying regulatory 
requirements for explainability, particularly in high-stakes areas like lending or investment 
advice.24 

● XAI Solutions and Limitations: Explainable AI (XAI) techniques like LIME, SHAP, 
feature importance rankings, and attention mechanisms aim to provide insights into black-
box models.24 LIME and SHAP offer local or global explanations by approximating the 
model's behavior or attributing contributions to input features.24 While valuable, these post-
hoc methods have limitations: explanations may not be stable (small input changes lead to 
large explanation changes), may lack fidelity (the explanation doesn't accurately reflect the 
complex model), and might not provide true causal understanding.39 The trade-off between 
model complexity/performance and interpretability often persists.24 Achieving explanations 
that are meaningful, reliable, and sufficient for regulatory scrutiny remains a challenge. 

7.3. Data Governance, Privacy, and Security Issues 

The effectiveness of AI heavily depends on data, introducing governance, privacy, and security 
challenges. 

● Data Sourcing and Quality: Training powerful AI models requires vast amounts of high-
quality, relevant data. Sourcing, cleaning, labeling, and managing such data, especially 
diverse alternative datasets (text, images, etc.), is a significant operational challenge and 
expense.124 Data quality issues can lead to poor model performance or biased outcomes. 

● Privacy: Many financial applications involve sensitive customer or proprietary data. Using 
this data for AI training raises significant privacy concerns and necessitates compliance with 
regulations like GDPR.11 While techniques like Federated Learning aim to mitigate privacy 



risks by keeping raw data decentralized, they introduce their own complexities regarding 
model aggregation and potential information leakage.37 

● Security: AI systems themselves become targets for cyberattacks. Risks include model 
inversion (extracting sensitive training data from the model), data poisoning (corrupting 
training data to manipulate model behavior), model evasion (adversarial attacks), and theft 
of proprietary algorithms or data.34 Securing the entire AI lifecycle, from data pipelines to 
model deployment, is critical. 

 

7.4. Systemic Implications and Market Stability Concerns 

The widespread adoption of AI in trading and investment management could have unintended 
consequences for market stability. 

● Increased Volatility and Correlation: The speed and automation of AI-driven trading 
could potentially amplify market movements, especially during periods of stress. If many 
institutions deploy similar AI models trained on similar data, it could lead to herding 
behavior, increased market correlations, and reduced diversification benefits, potentially 
exacerbating sell-offs.14 Studies on the impact of algorithmic trading on volatility have 
yielded mixed results, with some suggesting increased volatility, particularly in 
downturns.53 

● Emergent Behaviors: Complex interactions between multiple autonomous AI trading 
agents could lead to unforeseen and potentially destabilizing market dynamics, sometimes 
referred to as "algorithmic collusion" (even if unintentional).35 Predicting and managing 



these emergent behaviors is a significant challenge. 
● Concentration Risk: Reliance on a few dominant AI technology providers, cloud 

platforms, or data vendors could create single points of failure and concentration risk within 
the financial system.35 

7.5. Navigating the Regulatory Landscape 

Regulators globally are grappling with how to oversee the use of AI in finance, balancing the 
promotion of innovation with the need to manage risks and protect investors and consumers. 

● Evolving Frameworks: Regulatory approaches vary. Some jurisdictions apply existing, 
technology-neutral frameworks (regulating the activity, not the technology), while others 
are developing AI-specific principles or rules.34 Key bodies like IOSCO are facilitating 
international discussion and identifying common concerns.35 Regulations like the EU's AI 
Act and MiCA (for crypto-assets) represent more comprehensive, albeit still developing, 
approaches.14 

● Key Focus Areas: Common themes in regulatory guidance include robust governance 
frameworks for AI development and deployment, effective model risk management (often 
referencing principles similar to the Fed's SR 11-7 126), ensuring fairness and mitigating 
bias, enhancing transparency and explainability, maintaining data quality and security, 
managing third-party dependencies (e.g., cloud providers, AI vendors), and ensuring 
operational resilience.24 

● Challenges for Regulation: The rapid pace of AI development makes it difficult for 
regulations to keep up (regulatory lag).11 Defining and enforcing standards for complex 
areas like explainability or fairness across diverse applications remains challenging. 
International coordination is needed to avoid regulatory arbitrage but is difficult to 
achieve.35 

The deployment of AI in these complex financial domains introduces a distinct and more 
challenging layer of model risk compared to traditional quantitative finance.89 Beyond standard 
concerns about model specification and calibration, AI/ML models bring inherent risks tied to 
the data they consume and the complexity of their internal workings. Data biases, often reflecting 
societal inequalities or market anomalies, can be silently learned and amplified, leading to 
potentially discriminatory or suboptimal outcomes.74 The very flexibility that allows deep 
learning models to capture intricate patterns also makes them prone to overfitting noise, 
especially in the data-scarce environments typical of alternative investments.15 Furthermore, the 
opacity of these "black-box" models creates significant hurdles for validation, debugging, and 
establishing trust.39 This necessitates new risk management frameworks and validation 
techniques specifically designed for AI/ML.126 

This leads to a fundamental tension at the heart of AI adoption in finance: the pursuit of 
enhanced predictive accuracy often involves increasingly complex, opaque models, clashing 



directly with the stringent requirements for transparency, fairness, and accountability demanded 
by regulators and stakeholders.24 While XAI techniques like SHAP and LIME offer valuable 
tools for peering inside the black box, they provide explanations rather than guarantees and face 
their own limitations regarding fidelity and stability.41 Finding a satisfactory equilibrium that 
harnesses AI's power without compromising ethical standards or regulatory compliance remains 
an open challenge, suggesting that simpler, more interpretable models may still be preferred in 
certain high-stakes contexts despite potentially lower predictive performance. 

Compounding these issues is a regulatory landscape that is inherently reactive and fragmented.34 
As AI technology gallops ahead, regulators worldwide are striving to adapt existing frameworks 
or develop new ones, leading to a patchwork of guidelines and rules.34 While international bodies 
like IOSCO promote dialogue and identify common principles (fairness, transparency, risk 
management), the actual implementation and enforcement vary significantly across 
jurisdictions.35 This creates uncertainty for financial institutions operating globally and raises the 
possibility of regulatory arbitrage, where activities might migrate to regions with less stringent 
oversight. The lack of globally harmonized standards for AI validation and governance in 
finance remains a significant impediment to responsible and widespread adoption. 

Table 5: Overview of Challenges and Risks of AI in Finance 

 

Challenge/Risk 
Category 

Specific Issue Description/Impact Relevant Snippets 

Model Risk Overfitting Model learns noise in 
training data, performs 
poorly out-of-sample, 
esp. with limited/noisy 
data. 

4 

 
Data Bias Models learn/amplify 

historical biases 
(societal, survivorship, 
regime), leading to 
unfair/suboptimal 
outcomes (e.g., credit). 

24 

 
Robustness/Stability Sensitivity to data shifts 

(non-stationarity), 
regime changes, 

90 



adversarial attacks. 

Interpretability Black Box Problem Difficulty understanding 
internal 
workings/decision logic 
of complex models 
(DNNs, ensembles). 

24 

 
XAI Limitations Post-hoc explanations 

(LIME, SHAP) may 
lack fidelity, stability, or 
causal insight; trade-off 
with performance. 

24 

Data Issues Governance/Quality Challenges in sourcing, 
cleaning, managing 
large/diverse/alternative 
datasets; poor quality 
impacts models. 

124 

 
Privacy Risks associated with 

using sensitive 
customer/proprietary 
data; compliance needs 
(GDPR); FL limitations. 

11 

 
Security Risks of model theft, 

data poisoning, 
adversarial evasion 
attacks targeting AI 
systems/infrastructure. 

34 

Systemic Risk Volatility/Correlation Potential for AI trading 
to amplify market 
moves or increase 
correlations (herding). 

14 

 
Emergent Behavior Unforeseen interactions 

between autonomous AI 
agents potentially 
leading to 

35 



instability/collusion. 

 
Concentration Risk Reliance on few AI 

tech/cloud/data 
providers creating single 
points of failure. 

14 

Ethics & Regulation Fairness Ensuring AI-driven 
decisions (e.g., credit) 
are fair and non-
discriminatory. 

24 

 
Regulatory 
Lag/Fragmentation 

Regulations struggle to 
keep pace with AI 
evolution; varying 
approaches across 
jurisdictions. 

11 

 
Accountability Difficulty assigning 

responsibility when 
complex AI systems 
cause harm or violate 
rules. 

35 

Table 6: Comparison of Regulatory Approaches to AI in Finance 

 

Regulatory 
Body/Jurisdictio
n 

Key 
Guidance/Regula
tion Mentioned 

Approach Key Focus Areas Relevant 
Snippets 

IOSCO 2021 AI Report, 
2025 
Update/Consultati
on 

Principles-based, 
Information 
Gathering 

Governance, Risk 
Management, 
Data Quality, 
Fairness, 
Transparency, 
Cybersecurity, 
Third-Party Risk, 
Market Integrity. 

35 



EU AI Act, MiCA 
(Crypto) 

AI-Specific Rules 
(AI Act), Sector-
Specific (MiCA) 

Risk-based 
approach (AI 
Act), 
Transparency, 
Data Governance, 
Human Oversight, 
Crypto Asset 
Regulation 
(MiCA). 

14 

US (SEC/Fed) Existing Rules 
(Reg SCI, etc.), 
SR 11-7 (Fed - 
Model Risk) 

Primarily Tech-
Neutral, 
Principles-based 
Guidance 

Market Integrity, 
Investor 
Protection, Model 
Risk Management, 
Fairness (ECOA), 
Cybersecurity. 

34 (SR 11-7 
context) 

UK (FCA/BoE) Discussion Papers 
(DP5/22), 
Financial Crime 
Guide Updates 

Principles-based, 
Pro-innovation 

Governance, 
Fairness, Data 
Ethics, 
Transparency, 
Safety, 
Accountability, 
Operational 
Resilience, 
Financial Crime. 

34 

Singapore (MAS) FEAT Principles, 
Veritas 
Framework, 
Thematic Review 
Guidance 

Principles-based, 
Guidance, 
Frameworks 

Fairness, Ethics, 
Accountability, 
Transparency 
(FEAT), Model 
Governance, Data 
Quality, 
Cybersecurity, 
Third-Party Risk. 

34 

Hong Kong 
(SFC) 

Circular on AI 
LMs 

Principles-based 
Guidance 

Governance, 
Model Risk 
Management, 
Cybersecurity, 
Third-Party Risk 
Management 
(specifically for 

34 



AI LMs). 

8. Future Research Directions and Innovations 

The intersection of AI with secondary markets, alternative investments, and derivatives is a 
dynamic field with substantial scope for future research and innovation. Addressing the 
limitations identified in the previous section and building upon current capabilities will be key to 
unlocking AI's full potential responsibly. 

8.1. Methodological Advancements 

● Causal Machine Learning: Much current financial ML focuses on prediction based on 
correlation. Future research should increasingly explore causal ML techniques to understand 
the underlying drivers of market phenomena and investment performance, moving beyond 
"what" to "why." This could lead to more robust and interpretable models, particularly for 
strategy development and risk management. 

● Neuro-Symbolic AI: Combining the pattern recognition strengths of deep learning with the 
logical reasoning capabilities of symbolic AI could yield models that are both powerful and 
more interpretable. This hybrid approach might be particularly beneficial for tasks requiring 
structured reasoning alongside data analysis, such as interpreting complex legal documents 
in PE due diligence or ensuring compliance with intricate regulations. 

● Advanced Reinforcement Learning: Refining DRL for financial applications remains 
crucial. Research into hierarchical RL (for multi-level decision problems), multi-agent RL 
(for simulating market ecosystems or optimizing interactions between trading algorithms), 
and incorporating techniques like self-supervised learning could lead to more sophisticated 
and adaptable agents for trading, hedging, and portfolio management.4 Developing reward 
functions that better capture complex financial objectives (e.g., risk-adjusted returns under 
constraints) is also vital.54 

● Handling Non-stationarity: Financial markets are inherently non-stationary. Developing 
AI models that can explicitly detect and adapt to regime shifts, structural breaks, or concept 
drift in real-time is a critical area for future work, moving beyond simple retraining 
schedules. 

8.2. Data Integration and Alternative Data Sources 

● Alternative Data Fusion: Research is needed on robust methods for integrating highly 
diverse and often unstructured alternative data sources (e.g., satellite imagery, geolocation 
data, supply chain information, web scraping, transaction data, text, voice) into unified 
predictive models for alternative assets and derivatives.4 This includes developing better 
feature engineering techniques and multimodal learning architectures. 

● Addressing Data Scarcity: Continued research into techniques for training effective 



models in data-scarce environments is essential for alternatives. This includes refining 
transfer learning 37 and federated learning protocols 37, exploring few-shot learning, and 
advancing synthetic data generation using GANs or other generative models, while ensuring 
the synthetic data accurately reflects real-world complexities and risks. 

● Privacy-Enhancing Technologies (PETs): Beyond FL, exploring other PETs like 
differential privacy, secure multi-party computation, and zero-knowledge proofs could 
enable more sophisticated collaborative analysis of sensitive financial data while providing 
stronger privacy guarantees. 

8.3. Refining XAI for Financial Contexts 

● Domain-Specific Explainability: Developing XAI techniques that provide explanations 
meaningful to specific financial stakeholders (e.g., portfolio managers needing factor 
attributions, risk officers needing causal drivers of tail events, regulators needing 
compliance verification, clients needing justification for loan denial) is crucial.4 
Explanations need to go beyond simple feature importance. 

● Dynamic and Causal Explanations: Moving beyond static explanations of single 
predictions towards explaining model behavior over time, understanding how models adapt, 
and providing causal (not just correlational) explanations for outcomes. 

● Reliability of Explanations: Research is needed to rigorously evaluate the faithfulness, 
stability, and robustness of explanations generated by XAI methods themselves, ensuring 
that the explanations provided are reliable guides to the model's actual reasoning.78 

8.4. Realizing the Potential of Quantum ML 

● Algorithm Development: As quantum hardware progresses beyond the NISQ era, research 
should focus on developing and demonstrating practical quantum algorithms that offer 
proven speedups for finance-relevant problems, such as complex portfolio optimization, 
high-dimensional Monte Carlo simulations for pricing/risk, or accelerating specific classical 
ML training tasks.42 

● Hybrid Approaches: In the near term, developing effective hybrid quantum-classical 
algorithms that leverage the strengths of both computing paradigms will be key. This 
involves identifying specific sub-routines within financial workflows where quantum 
computation could provide an advantage.70 Benchmarking QML against state-of-the-art 
classical ML on relevant financial tasks is essential. 

8.5. Adapting Regulatory Frameworks 

● Adaptive Regulation: Research into designing regulatory frameworks that are adaptive and 
principles-based, capable of governing AI effectively without stifling innovation. This 
includes developing concepts like "algorithmic auditing" and continuous monitoring 
frameworks. 

● Standardization: Establishing industry standards and regulatory benchmarks for AI model 



validation, testing (including fairness and robustness testing), and explainability 
documentation would facilitate compliance and build trust.4 

● International Cooperation: Fostering greater international collaboration among regulators 
is needed to develop harmonized approaches to AI governance in globally interconnected 
financial markets, mitigating risks of regulatory arbitrage.35 

Future advancements in applying AI to these complex financial markets will likely depend less 
on simply deploying larger or incrementally faster algorithms and more on fundamental 
breakthroughs in several key areas. Addressing the inherent limitations related to data – its 
scarcity, privacy concerns, and the challenge of integrating diverse alternative sources – is 
paramount.13 Equally critical is enhancing the trustworthiness and reliability of AI models 
through more robust XAI techniques that provide genuine insight rather than superficial 
justification, alongside methods to ensure fairness and mitigate bias.24 Finally, exploring new 
computational paradigms like QML, while still a long-term prospect, represents a necessary 
avenue of research for potentially overcoming the limitations of classical computing for certain 
intractable financial problems.42 

Successfully navigating this future requires a deeply interdisciplinary approach.4 Progress cannot 
occur in silos; it demands collaboration between computer scientists developing AI techniques, 
financial domain experts who understand the nuances of markets and instruments, legal and 
ethical scholars who can guide responsible deployment, and regulators tasked with ensuring 
stability and fairness.1 Only through such combined expertise can AI solutions be developed that 
are not only technically sophisticated but also practically relevant, ethically sound, and 
regulatorily compliant for the unique challenges of secondary markets, alternative investments, 
and derivatives. 

9. Conclusion 

9.1. Synthesis of AI's Impact 

Artificial Intelligence and Machine Learning are no longer nascent technologies on the periphery 
of finance; they are increasingly integral forces reshaping the landscape of secondary markets, 
alternative investments, and derivatives. This review has charted the expanding footprint of AI, 
moving from established applications in prediction and classification towards tackling the core 
complexities of these traditionally opaque and illiquid market segments. We have documented 
the use of sophisticated techniques – including deep learning architectures like LSTMs and 
Transformers, reinforcement learning, and advanced NLP – for tasks ranging from predicting PE 
fund performance 15 and nowcasting NAVs 13 to optimizing derivatives hedging strategies 16 and 
automating market surveillance.67 

The evidence synthesized suggests that AI/ML models frequently demonstrate superior 
predictive accuracy or operational efficiency compared to traditional econometric or manual 



methods in specific, well-defined tasks.23 AI's ability to process vast, unstructured datasets, 
identify complex non-linear patterns, and adapt to changing information flows provides a distinct 
advantage in navigating the intricacies of alternatives and derivatives. However, the narrative of 
AI superiority requires significant caveats. Overfitting remains a persistent challenge, 
particularly in data-scarce environments like private markets, where simpler models can 
sometimes yield more robust out-of-sample performance.15 Furthermore, claims of consistent 
alpha generation by AI-driven hedge funds or replication strategies often do not hold up to 
rigorous scrutiny over longer periods or against appropriate benchmarks.20 The true value of AI 
often lies in enhancing efficiency, processing information at scale, managing complex risks, and 
augmenting human decision-making, rather than purely in superior prediction alone. 

9.2. Concluding Remarks on Challenges and Future Outlook 

Despite the demonstrable progress, the path towards widespread, reliable, and responsible AI 
adoption in these specialized financial domains is paved with significant hurdles. The "black 
box" problem remains a central impediment, limiting trust, hindering validation, and 
complicating regulatory oversight.24 While XAI offers potential solutions, current techniques 
often fall short of providing the deep, causal, and robust explanations required for high-stakes 
financial decisions.40 Data scarcity, quality issues, and privacy constraints, particularly acute in 
alternative investments, necessitate the development and validation of techniques like federated 
and transfer learning.13 Moreover, the potential for AI models to inherit and amplify biases, 
coupled with the risk of unforeseen systemic consequences arising from the interaction of 
complex algorithms, demands robust governance frameworks and ongoing vigilance.14 The 
regulatory landscape is still catching up, creating uncertainty and requiring firms to navigate a 
complex and evolving set of expectations globally.34 

Looking ahead, the trajectory of AI in these markets will likely be shaped by progress in 
addressing these challenges. Innovations in data handling, privacy-preserving techniques, more 
sophisticated and reliable XAI methods, and potentially breakthroughs in areas like causal ML 
and QML will be critical enablers. The future likely involves not a wholesale replacement of 
human expertise, but rather a synergistic integration where AI handles large-scale data 
processing, pattern recognition, and optimization, while humans provide domain knowledge, 
critical judgment, ethical oversight, and handle the nuanced, relationship-driven aspects inherent 
in many alternative investment and derivatives transactions. Continued interdisciplinary 
research, fostering collaboration between AI experts, financial practitioners, ethicists, and 
regulators, is essential to guide the responsible development and deployment of AI, ensuring that 
its transformative potential is harnessed to create more efficient, transparent, and resilient 
secondary markets, alternative investment landscapes, and derivatives ecosystems. 
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